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Abstract 

To compensate for the lack of conventional observations over the Arctic Ocean, ship‑borne radiosonde observa‑
tions have been regularly carried out during summer Arctic expeditions and the observed data have been broadcast 
via the global telecommunication system since 2017. With these data obtained over the data‑sparse Arctic Ocean, 
observing system experiments were carried out using a polar‑optimized version of the Weather Research and Fore‑
casting (WRF) model and the WRF Data Assimilation (WRFDA) system to investigate their effects on analyses and fore‑
casts over the Arctic. The results of verification against reanalysis data reveal: (1) DA effects on analyses and forecasts; 
(2) the reason for the year‑to‑year variability of DA effects; and (3) the possible role of upper‑level potential vorticity 
in delayed DA effects. The overall assimilation effects of the extra data on the analyses and forecasts over the Arctic 
are positive. Initially, the DA effects are the most apparent in the temperature variables in the middle/lower tropo‑
sphere, which spread to the wind variables in the upper troposphere. The effects decrease with time but reappear 
after approximately 120 h, even in the 240‑h forecasts. The effects on forecasts vary depending on the proximity 
of the radiosonde observation locations to the high synoptic variability. The upper‑level potential vorticity is known 
to play an important role in the development of Arctic cyclones, and it is suggested as a possible explanation 
for the delayed DA effects after about 120 h.

Keywords Ship‑borne radiosonde observations, Data assimilation, Arctic forecasts, Year‑to‑year variability, Delayed 
effect

Introduction
Climate change casts new attention on the Arctic as 
the melting Arctic can lead to more frequent extreme 
weather events (e.g., cold surge, heat wave) in mid-lati-
tudes (Cohen et al. 2014; Kim et al. 2014; Coumou et al. 
2018) as well as increasing human activities of scientific 
and commercial purposes over the Arctic. Therefore, it 

is important to improve the weather forecast skill over 
the Arctic. The accuracy of numerical weather predic-
tion is limited by uncertainties in dynamics/physics of 
numerical models and initial/boundary conditions. The 
uncertainties in the initial conditions can be reduced by 
adopting a sophisticated data assimilation (DA) method 
and/or using more qualified observations. In the Arc-
tic, however, the number of conventional observations 
(e.g., radiosonde) is rare, and the assimilation of radiance 
observations from polar-orbiting satellites is restricted 
due to surface conditions (i.e., sea-ice, snow) over the 
Arctic.

Recent studies have investigated the effects of Arctic 
observations on weather forecasts in the Arctic and the 
mid-latitudes. Lawrence et al. (2019) showed the positive 
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impact of Arctic observations on forecasts in the Arc-
tic and mid-latitudes by conducting observing system 
experiments (OSEs) and diagnosing forecast sensitiv-
ity to observation impact (FSOI) in the European Cen-
tre for Medium-range Weather Forecasts (ECMWF) 
system. They found that the key observing systems in 
summer and winter are microwave sounding and conven-
tional observations, respectively. Based on both the OSE 
and FSOI methods, Laroche and Poan (2022) examined 
the impact of Arctic observing systems in the Canadian 
global forecast system and showed the importance of 
microwave sounding and radiosonde observing systems. 
They also indicated a positive impact of supplementary 
radiosondes during the first two special observing peri-
ods (SOPs) of the Year of Polar Prediction (YOPP) on 
short-range forecasts (less than 24 h). Naakka et al. (2019) 
demonstrated that high-quality radiosonde observations 
in data-sparse regions (e.g., the central Arctic Ocean) 
substantially improve the analyses over the Arctic. The 
impact of Arctic observations on regional weather fore-
casts was assessed using the Application of Research to 
Operations at Mesoscale-Arctic system by Randriamam-
pianina et al. (2021), in which the relative impact of con-
ventional and satellite observations was separated from 
the impact of lateral boundary conditions.

There have been studies that focused on the exclusive 
effect of additional Arctic radiosonde observations on 
weather predictability over the Arctic and beyond. First, 
a series of OSE studies was carried out using the global 
model and ensemble-based global DA system of the 
Japan Agency for Marine-Earth Science and Technol-
ogy (e.g., Inoue et  al. 2015; Yamazaki et  al. 2015; Sato 
et al. 2017, 2018; Lee et al. 2019; and so on). Inoue et al. 
(2015) showed that additional radiosonde observations 
improve the forecasts of a strong wind event and sea-ice 
advection. Yamazaki et al. (2015) investigated the effects 
of assimilating radiosonde observations on the pre-
dictability of an Arctic cyclone. Additional radiosonde 
observations help to reproduce the upper tropospheric 
circulation, which contributes to an accurate prediction 
of the cyclone. Sato et al. (2017) revealed that additional 
Arctic radiosonde observations can lead to improved 
forecasts of winter weather extremes over the mid-lati-
tudes; moreover, Sato et al. (2018) showed that additional 
radiosonde observations in the Arctic can improve the 
predictability of tropical cyclones. The positive effects 
of additional ship-borne radiosonde observations over 
the Chukchi Sea on weather forecasts over Alaska were 
shown by Lee et  al. (2019). Finally, Hong et  al. (2022) 
quantified the impact of extra radiosonde observations 
from the YOPP on forecasts over the Arctic using the 
U.S. Navy’s numerical weather prediction system. They 
found that assimilation of additional YOPP radiosonde 

observations improves the accuracy of short-term fore-
casts over the Arctic.

In this study, we investigated the effects of addi-
tional ship-borne radiosonde observations on regional/
medium-range weather forecasts over the Arctic by con-
ducting data denial experiments. In contrast to previ-
ous studies, we used the polar-optimized version of the 
Weather Research and Forecasting (polar WRF; Skama-
rock et  al. 2019; Hines and Bromwich 2008; Bromwich 
et  al. 2009; Hines et  al. 2011) model and its DA system 
(WRFDA; Barker et al. 2012) and conducted a multi-year 
assessment to reveal the year-to-year variability of the 
effects. The remainder of this paper is organized as fol-
lows. "Observations and forecast experiments" section 
describes the ship-borne radiosonde observations and 
provides the model description/experimental design. 
The results and corresponding discussions are given in 
"Results and discussion" section. "Summary and con-
clusions" section closes the paper with a summary and 
conclusions.

Observations and forecast experiments
Ship‑borne radiosonde observations over the Arctic Ocean
During the summertime Arctic expedition by the 
Korean ice-breaking research vessel (IBRV) Araon, 
ship-borne radiosonde observations (Model: RS41-SG, 
Vaisala) have been regularly conducted over the Arctic 
Ocean since 2015, except in 2020 due to the outbreak 
of COVID-19. Since 2017, radiosonde observations 
have been broadcast through the World Meteorological 
Organization’s Global Telecommunication System in 
collaboration with the Korea Meteorological Adminis-
tration. The observation period, interval (Table 1), and 
locations (Fig. 1) varied with the year depending on the 
observation plan of each year. Usually, the IBRV Araon’s 

Table 1 Radiosonde observation period and interval during 
Arctic expedition of the Araon in 2017, 2018, 2019, and 2021

Year Observation period Observation 
interval

2017 First leg 08/07/2017–08/23/2017 6 h

On berth 08/24/2017–08/27/2017

Second leg 08/28/2017–09/13/2017

2018 First leg 08/05/2018–08/25/2018 6 h

On berth 08/26/2018–08/29/2018

Second leg 08/30/2018–09/17/2018

2019 First leg 08/05/2019–08/26/2019 6 h

On berth 08/27/2019–08/30/2019

Second leg 08/31/2019–09/17/2019

2021 First leg 07/19/2021–08/23/2021 12 h

Second leg 08/24/2021–09/12/2021
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Arctic cruise consists of two legs designed for oceano-
graphic research purposes. In 2017, radiosonde obser-
vations were conducted over the Chukchi Sea during 
the first leg, whereas they were conducted over the 
Beaufort Sea during the second leg. In 2018, 2019, and 
2021, radiosonde observations were mostly conducted 
over the Chukchi and East Siberian Seas during the first 
and second legs. Note that (1) radiosonde observations 
in 2018 contributed to YOPP’s second Northern Hemi-
sphere SOP (YOPP SOP-NH2; http:// polar predi ction. 
net/ key- yopp- activ ities/ speci al- obser ving- perio ds/), 
and that (2) there was no observational gap between 
the first and second legs in 2021 but radiosonde balloon 
launches were made less frequently at 12-h intervals.

Descriptions of model and forecast experiments
OSEs were conducted to investigate the effects of addi-
tional radiosonde observations from the IBRV Araon 
on analyses and forecasts over the Arctic. In the CTL 
experiment, all available observations, including the 
IBRV Araon’s radiosonde observations, were assimilated, 
whereas in the NoAraon experiment (i.e., data denial 
experiment), the IBRV Araon’s radiosonde observations 
were excluded. Continuous DA cycling was carried out 
during each year’s cycling period, with an interval of 6 h 
(Table 2); i.e., a 6-h forecast from the previous cycle was 
used as a background when assimilating the observations 
(except the very first cycle) and a 10-day free forecast was 
conducted only at 00 UTC.

Fig. 1 Locations of radiosonde launches onboard the IBRV, Araon for a 2017, b 2018, c 2019, and d 2021. Red (blue) dots denote observation 
locations for the 1st (2nd) leg. Observing interval for 2017, 2018, and 2019 (2021) is 6 (12) h

http://polarprediction.net/key-yopp-activities/special-observing-periods/
http://polarprediction.net/key-yopp-activities/special-observing-periods/
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The WRF model optimized for polar regions (Polar 
WRF) version 4.3.3 was used to make both 6-h forecasts 
for cycling and 10-d free forecasts. The computational 
domain covers the Arctic Ocean and surrounding areas 
(Additional file  1: Fig. S1); its horizontal resolution is 
27 km; the number of vertical levels is 44, with the model 
top at 10 hPa. Analyses and forecasts from the National 
Centers for Environmental Prediction Global Forecast 
System were used as the background for the first cycle 
and lateral boundary conditions, respectively. The phys-
ics schemes for running the WRF model are as follows: 
Kain–Fritsch cumulus (Kain 2004), Morrison double-
moment microphysics (Morrison et  al. 2009), Mellor–
Yamada–Janjic boundary layer (Janjic 1994), Rapid 
Radiative Transfer Model for GCM (RRTMG) radiation 
(Iacono et al. 2008) schemes, and the Noah land surface 
model (Tewari et al. 2004).

Three-dimensional variational method included in the 
WRFDA system version 4.3.3 was used. The background 
error covariance was computed using the National Mete-
orological Center method (Parrish and Derber 1992), in 
which background error statistics were calculated based 
on the differences between 24-h and 12-h forecasts for 
the one-month period. Conventional (e.g., observa-
tions from radiosonde, aircraft, land surface, buoy, and 
ship), satellite-derived wind, Global Positioning System 
radio occultation, and satellite radiance observations 
were assimilated. Details of the radiance assimilation 
(e.g., observation operator, bias correction) are given in 
Table 3.

Results and discussion
Before analyzing and comparing the analyses/forecasts 
of the two experiments (i.e., CTL and NoAraon), O – B 
(observation minus background) and O – A (observation 
minus analysis) statistics for four variables (zonal/meridi-
onal wind, temperature, and water vapor) of radiosonde 
observations are examined. For all variables and cycles, 
O – A is smaller than O – B regardless of the year, which 
implies radiosonde observations are appropriately assim-
ilated in all experiments (Additional file 1: Fig. S2; results 
for 2018 are shown as an example).

It is difficult to find a proper reference (or truth) when 
evaluating the quality of analyses or forecasts from 
DA cycling experiments, especially for regions, such 
as the Arctic Ocean, where independent observations 
(i.e., observations that are not assimilated) are rare. The 
ECMWF atmospheric reanalysis version 5 (ERA5) data 
(Hersbach et al. 2020) are known to perform better than 
other reanalyses in terms of temperature and wind fields 
in the Arctic (Graham et al. 2019) and present improved 
precipitation and snowfall over Arctic sea ice compared 
to ERA-Interim (Wang et  al. 2019), although the ERA5 
reanalysis suffers from cold season near-surface warm 
bias like other reanalyses (Batrak and Müller 2019). In 
this study, ERA5 is used to verify the analyses and fore-
casts from the experiments in terms of temperature, 
geopotential height, and wind fields, as ERA5’s represen-
tation of these variables is considered reliable.

Differences in the root mean square error (RMSE) 
between the CTL and NoAraon (i.e., CTL minus 
NoAraon) experiments for the 900-hPa temperature 
analyses show that regardless of the year, the number of 
positive-effect cycles, where the RMSE of the CTL exper-
iment is smaller than that of the NoAraon experiment, is 
larger than the number of negative-effect cycles (Addi-
tional file  1: Fig. S3). The ratios of the number of posi-
tive-effect cycles to the number of total cycles are larger 
than 50% for all years: about 64%, 66%, 59%, and 62% in 
2017, 2018, 2019, and 2021, respectively. The averaged 
differences from all cycles are approximately − 0.022 K, 

Table 2 Cycling periods for OSEs of 2017, 2018, 2019, and 2021

Year Cycling period

2017 08/07/2017–09/13/2017

2018 08/05/2018–09/18/2018

2019 08/05/2019–09/18/2019

2021 07/19/2021–09/12/2021

Table 3 Details of radiance data assimilation

Observation operator Community Radiative Transfer Model (CRTM; Han et al. 2006)

Quality control QC procedures in WRFDA (Liu et al. 2012)

Bias correction Variational Bias Correction (VarBC; Dee 2004)

Thinning mesh 120 km

Sensors

 Infrared AIRS from Aqua satellite
IASI from MetOp‑A, B satellites

 Microwave AMSU‑A from NOAA‑15, 18, 19, MetOp‑A, B, Aqua satellites
MHS from NOAA‑19, MetOp‑A, B satellites
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− 0.036 K, − 0.026 K, and − 0.035 K in 2017, 2018, 2019, 
and 2021, respectively, and the differences for 2018, 2019, 
and 2021 are statistically significant at the 90% confi-
dence level. Although the effects of additional radiosonde 
observations on the lower-tropospheric temperature 
analysis vary depending on the year and cycle, the overall 
effects are positive.

The number of 10-d forecasts in 2017, 2018, 2019, 
and 2021 is 38, 45, 45, and 56, respectively, and their 
sum is 184. Figure  2 shows the percentage differences 
in the RMSE (dRMSEs) between the CTL and NoAraon 
experiments (i.e., CTL minus NoAraon) for tempera-
ture, geopotential height, zonal wind, and meridional 
wind. The dRMSEs from 184 forecasts are averaged. 
The statistical significance for the difference is evalu-
ated using a bootstrap resampling method with a 90% 
confidence level. Although radiosonde observations 

include information on wind, temperature, and mois-
ture in the troposphere and lower stratosphere, their 
effects on analyses and early forecasts are statistically 
significant only in the middle and lower tropospheric 
temperatures. The inclusion of IBRV Araon’s radio-
sonde observations improves temperature and geo-
potential height forecasts initially, and after 24 h, wind 
forecasts in the upper troposphere are improved. Bro-
mwich et al. (2022) reported similar results from OSEs 
for Southern polar regions. The earlier effects of the 
additional radiosonde observations last for approxi-
mately 48  h. After approximately 120  h, the forecasts 
of all variables in the CTL experiment are better than 
those in the NoAraon experiment, and most improve-
ments are statistically significant. These later effects 
of additional radiosonde observations are seen even at 
240  h. Lee et  al. (2019) also reported that the effects 

Fig. 2 Percentage differences in RMSE (%) between the CTL and NoAraon experiments (CTL minus NoAraon) for a temperature, b geopotential 
height, c zonal wind, and d meridional wind. RMSEs are calculated over areas north of 70°N using ERA5 reanalysis as a reference, and RMSEs 
from all cycles (i.e., sum of cycles of four years) are averaged. Statistical significance (denoted by yellow dots) for the difference is computed using 
a bootstrap resampling method and its confidence level is 90%
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of additional ship-borne radiosonde observations are 
remarkable in the later stage of the forecast.

To investigate year-to-year variability, the dRMSEs 
of geopotential height for individual years are plot-
ted as functions of forecast lead time and pressure level 
(Fig. 3). The later effects (i.e., effects after about 120 h) of 
the additional radiosonde observations show large year-
to-year variability. Consistent with the averaged dRMSE 
(Fig.  2b), for forecasts of lead times greater than 120  h, 
the geopotential height forecasts of the CTL experiment 
are notably improved compared to those of the NoAraon 
experiment in 2018 and 2019. The improvement at pres-
sure levels between 900 and 200 hPa (500 and 300 hPa), 
and at lead times between 120 and 168 h (after 216 h) is 
statistically significant at the 90% confidence level in 2018 
(2019). In contrast, in 2017 and 2021, although the geo-
potential height errors of the NoAraon experiment are 

greater than those of the CTL experiment, the differences 
between the two experiments are not statistically signifi-
cant. In particular, the difference is much smaller in 2021.

The temporal mean and standard deviation of the 
500-hPa geopotential height over the cycling period are 
calculated for individual years (Fig. 4). The horizontal dis-
tributions of the mean 500-hPa geopotential height show 
different atmospheric waves in terms of wavenumber and 
trough/ridge locations. The standard deviation at a cer-
tain grid point indicates how large the temporal variation 
at that grid point is. As shown in Fig.  1, in 2018, 2019, 
and 2021, ship-borne radiosonde observations were con-
ducted over the Chukchi and East Siberian Seas, while, in 
2017, they were carried out over the Chukchi and Beau-
fort Seas. Areas of high temporal variation of geopoten-
tial height are very close to, or coincide with the locations 
of the IBRV Araon’s radiosonde observations in 2018, 

Fig. 3 Percentage differences in RMSE (%) between the CTL and NoAraon experiments (CTL minus NoAraon) for the year a 2017, b 2018, c 
2019, and d 2021. RMSEs of geopotential height are calculated over areas north of 70°N using ERA5 reanalysis as a reference, and RMSEs from all 
cycles of the corresponding year are averaged. Statistical significance (denoted by yellow dots) for the difference is computed using a bootstrap 
resampling method and its confidence level is 90%
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2019, and 2021. However, in 2017, the temporal variation 
of the geopotential height over the area of radiosonde 
observations is comparatively low.

In addition, the interannual variability of cyclone tracks 
and storm activity over the Arctic is analyzed. Cyclone 
tracks are computed using the cyclone tracking algo-
rithm of Zhang et  al. (2023), and the storm activity is 
measured by calculating eddy kinetic energy. Additional 

file 1: Figure S4 shows horizontal distributions of cyclone 
tracks and storm activities for the years, 2017, 2018, 2019, 
and 2021. Tracks of cyclones that passed areas north of 
70°N at least once during the cycling period of each year 
are shown. Synoptic eddy is defined as the deviation from 
a 2-week mean, and eddy kinetic energy attributed by 
850-hPa zonal and meridional winds is averaged over the 
cycling period. Although there exists a large interannual 

Fig. 4 Horizontal distributions of temporal mean (contour; contours from 5340 to 5700 by 60 gpm) and standard deviation (shading; gpm) 
of 500‑hPa geopotential height for the year a 2017, b 2018, c 2019, and d 2021. Temporal mean and standard deviation are calculated 
over the cycling period of the corresponding year. Locations of radiosonde launches (black dots) are also shown
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variability in cyclone tracks, locations of additional radi-
osonde observations are close to areas where cyclone 
tracks are concentrated in 2018, 2019, and 2021, but in 
2017, the density of cyclone tracks is relatively low near 
the radiosonde observation locations. Furthermore, in 
2018, 2019, and 2021, locations of additional radiosonde 
observations are in the proximity of high storm activity.

To investigate the effects of the observing interval of 
additional radiosonde observations, an additional experi-
ment, CTL_12h was conducted for 2018 and 2019. In 
the CTL_12h experiment, all observations except ship-
borne radiosonde observations were assimilated every 
6  h but additional radiosonde observations from Araon 
were assimilated every 12 h. The CTL_12h experiments 
for 2018 and 2019 emulate the conditions of 2021, that 
locations of additional radiosonde observations are close 
to high synoptic variability but the observing interval of 
additional radiosonde observations is 12 h. Compared to 
Fig. 3b, c (i.e., 6-h observing interval), the improvements 
after 120  h, brought by additional radiosonde observa-
tions are significantly reduced both in 2018 and 2019, 
and no improvement in the CTL_12h experiment is sta-
tistically significant at the 90% confidence level (Addi-
tional file 1: Fig. S5). These results confirm the effects of 
the observing interval on analyses and forecasts in the 
Arctic.

Additional radiosonde observations in 2018 and 2019 
reduce the analysis uncertainties over areas where synop-
tic variability is high. In 2021, a longer observing interval 
of 12 h limits the effects of additional radiosonde obser-
vations although radiosonde observations are conducted 
over areas of high synoptic variability, as in 2018 and 
2019.

The differences in the absolute error of the 500-hPa 
geopotential height between the CTL and NoAraon 
experiments (i.e., CTL minus NoAraon) are shown in 
Fig. 5. The error is calculated against the ERA5 reanalysis, 
and the differences from all cycles of the years 2018 and 
2019, when the later DA effects are significant, are aver-
aged. Statistical significance for differences is computed 
using the bootstrap method with a 90% confidence level. 
At analysis time (i.e., t = 0  h), errors of the CTL experi-
ment are reduced compared to the NoAraon experiment 
over the Chukchi and East Siberian Seas, where addi-
tional radiosonde observations are assimilated. At 48 and 
96 h, a mixture of positive and negative values appears, 
which is consistent with Fig.  3. At 144  h, the positive 
effects of additional radiosonde data are statistically sig-
nificant over the East Siberian Sea, Siberia, and Green-
land. Statistically significant positive effects appear over 
the Chukchi, Laptev, and Barents Seas, and even outside 
the Arctic Circle (i.e., south of 66.5°N) at 240 h. The tem-
poral changes in the error difference between the two 

experiments partly explain why later DA effects emerge 
after about 120 h.

To clarify reasons for the later DA effects, a total of 
four cases (one from each year) that show the larg-
est later effects are selected. Figure  6 shows percentage 
differences in RMSE between the CTL and NoAraon 
experiments (CTL minus NoAraon) for temperature, 
geopotential height, zonal wind, and meridional wind 
using the selected four cases. Due to the small sample 
size, statistical significance for the difference is not tested. 
Initially, the effects of additional radiosonde observa-
tions are apparent in mass variables (i.e., temperature 
and geopotential height) in the middle and lower tropo-
sphere; after 24  h, the effects are transferred to wind 
variables in the upper troposphere. These are consistent 
with Fig.  2, results from all cycles of four years. Then, 
the effects spread upward to variables at levels higher 
than 300  hPa, resulting in the modification of potential 
vorticity in the lower stratosphere (through relative vor-
ticity and static stability adjustments). Finally, the effects 
can spread downward to variables in the troposphere 
through the downward intrusion of potential vorticity 
after approximately 120 h (i.e., later effects). Note that all 
selected cases are associated with cyclone developments 
over the Arctic. The dominant role of lower stratospheric 
potential vorticity in the development of summer Arc-
tic cyclones is explained in detail in Zhang et  al. (2023; 
please see their Fig. 5).

We look into two cases to investigate the role of the 
upper-level potential vorticity in the development of 
Arctic cyclones. Figure 7 shows the horizontal distribu-
tions of the forecast errors of the NoAraon experiment 
and the differences between the CTL and NoAraon 
experiments (i.e., CTL minus NoAraon) for a 500-hPa 
geopotential height and 300-hPa potential vorticity. 
The errors are calculated against the ERA5 reanaly-
sis, and 5-, 6-, 7-, and 8-d forecasts from the cycle at 
00 UTC 11 August 2019 are displayed. In the reanaly-
sis, an Arctic cyclone was stagnant and deepened over 
the Barents Sea from 00 UTC 16 to 00 UTC 19 August 
2019, which corresponds to 5-to-8-d forecasts. How-
ever, the NoAraon experiment failed to simulate the 
development of the Arctic cyclone; a cyclone over 
the Barents Sea weakened after 00 UTC 16; instead, 
another cyclone falsely developed over the Beaufort 
Sea in the NoAraon experiment. In the CTL experi-
ment, an Arctic cyclone was located over the Barents 
Sea from 00 UTC 16 to 00 UTC 19 August 2019, like 
the reanalysis, although its strength was not as strong 
as the reanalysis. The success (failure) of simulating 
the Arctic cyclone in the CTL (NoAraon) experiment 
can be explained by analyzing the upper-level potential 
vorticity. The role of upper-level potential vorticity in 
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the development and maintenance of Arctic cyclones 
has been emphasized in many previous studies (e.g., 
Tao et  al. 2017a, 2017b). In the NoAraon experiment, 
the 300-hPa potential vorticity was underestimated 
(overestimated) over the Barents (Beaufort) Sea and 
this underestimation (overestimation) led to improper 
weakening (strengthening) of the cyclone. However, 
the forecasted 300-hPa potential vorticity over both the 
Barents and Beaufort Seas was similar to the reanaly-
sis in the CTL experiment, which resulted in improved 
forecasts of the Arctic cyclone. Case analysis from 
the specific cycle shows that the effects of additional 
radiosonde observations on forecasts reappear after 
approximately 120 h, possibly through the action of the 
upper-level potential vorticity.

The role of the upper-level potential vorticity in the 
later DA effects is confirmed by the analysis of another 
case, the cycle at 00 UTC 10 September 2018 (Addi-
tional file 1: Fig. S6). In the reanalysis, an Arctic cyclone 
moved from the central Arctic Ocean to the Cana-
dian Arctic Archipelago during the period of 15–18 
September 2018. However, in the NoAraon experi-
ment, the Arctic cyclone remained near Svalbard and 
merged with another cyclone that developed from the 
East Siberian Sea. In the CTL experiment, the move-
ment of the Arctic cyclone was successfully simulated 
although errors still occurred in the cyclone position. 
The improvement in the forecasts of the Arctic cyclone 
in the CTL experiment was attributed to better fore-
casts of the upper-level potential vorticity.

Fig. 5 Horizontal distributions of difference in absolute error of 500‑hPa geopotential height (gpm) between the CTL and NoAraon experiments 
(CTL minus NoAraon) for forecast length of a 0 h, b 48 h, c 96 h, d 144 h, e 192 h, and f 240 h. Errors are calculated against ERA5 reanalysis, 
and differences in absolute error are averaged over all cycles from the years 2018 and 2019. Statistical significance for the difference at 90% 
confidence level is denoted by black dots
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Summary and conclusions
The effects of ship-borne additional radiosonde observa-
tions from the IBRV Araon over the Chukchi, East Sibe-
rian, and Beaufort sectors of the Arctic Ocean on the 
analyses and forecasts over the Arctic were investigated 
using the Polar WRF model and WRFDA system. The 
locations and observing period/interval of the radiosonde 
observations varied, depending on each year’s obser-
vation plan. For each year, two experiments were con-
ducted: CTL (assimilating all available observations) and 
NoAraon (excluding Araon’s radiosonde observations). 
The effects of the additional radiosonde observations on 
the analyses and forecasts were explored by comparing 
the two experiments. The year-to-year variability of the 
DA effects and the reasons for later (delayed) effect were 
also examined.

The results of this study can be summarized as follows:

• Both analyses and forecasts over the Arctic are 
improved through assimilating additional radiosonde 
observations from the IBRV Araon.

• The effects of additional radiosonde observations are 
most noticeable in the temperature variable in the 
middle and lower troposphere initially; after 24 h, the 
DA effects spread to the wind variables in the upper 
troposphere. [Earlier effect]

• After approximately 120  h, the DA effects reappear, 
leading to improved forecasts in the CTL experi-
ment. [Later effect]

• The DA effects can vary depending on 1) the proxim-
ity of the observation locations to high synoptic vari-
ability and 2) the observing interval.

• The action of the upper-level potential vorticity on 
the development of Arctic cyclones is suggested as a 
possible explanation of the later effect.

Fig. 6 Percentage differences in RMSE (%) between the CTL and NoAraon experiments (CTL minus NoAraon) for a temperature, b geopotential 
height, c zonal wind, and d meridional wind. RMSEs are calculated over areas north of 70°N using ERA5 reanalysis as a reference, and RMSEs 
from four selected cycles (i.e., cycles at 00 UTC on August 23, 2017, August 31, 2018, September 10, 2019, and August 23, 2021) are averaged
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Fig. 7 Error of 500‑hPa geopotential height in the NoAraon experiment (shading; gpm) and 500‑hPa geopotential height from ERA5 reanalysis 
(contour; contours from 5280 to 5940 by 60 gpm) at forecast length of a 120 h, b 144 h, c 168 h, and d 192 h. Difference between the CTL 
and NoAraon experiments (CTL minus NoAraon) for 500‑hPa geopotential height (gpm) at forecast length of e 120 h, f 144 h, g 168 h, and h 
192 h. Error of 300‑hPa potential vorticity in the NoAraon experiment (shading; PVU) and 300‑hPa potential vorticity from ERA5 reanalysis (contour; 
contours from 0 to 15 by 5 PVU) at forecast length of i 120 h, j 144 h, k 168 h, and l 192 h. Difference between the CTL and NoAraon experiments 
(CTL minus NoAraon) for 300‑hPa potential vorticity (PVU) at forecast length of m 120 h, n 144 h, o 168 h, and p 192 h. Forecasts of the CTL 
and NoAraon experiments from the cycle at 00 UTC 11 August 2019 and the corresponding ERA5 reanalysis data are used
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The positive impact of additional radiosonde observa-
tions over the Arctic, which has been reported in previ-
ous studies, is also shown in this study. The earlier effect 
of the extra radiosonde observations is consistent with 
Bromwich et  al. (2022), although they dealt with Ant-
arctica. This study uniquely reveals the important role of 
upper-level potential vorticity in the later effect and the 
relationship between the observation location/interval 
and weather predictability.

To maximize the effects of assimilating additional radi-
osonde observations, a more sophisticated DA method 
(e.g., 4D-Var) and/or consideration of balloon drift can be 
taken into account in future studies. Furthermore, using 
a global model and the corresponding DA system, the 
relationship between the characteristics (e.g., location) of 
radiosonde observations and DA effects on forecasts over 
the mid-latitudes and Arctic can be explored. Finally, the 
effects of the IBRV Araon’s radiosonde observations will 
be monitored continuously, and the results will be used 
to determine the optimal observation locations.
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blue) and O‑A (observation minus analysis, red) for a zonal wind (m  s‑1), b 
meridional wind (m  s‑1), c temperature (K), and d water vapor mixing ratio 
(g  kg‑1) variables of radiosonde observations. O‑B, O‑A statistics from all 
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ences in RMSE (K) between the CTL and NoAraon experiments (CTL minus 
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Figure S5. Percentage differences in RMSE (%) between the CTL_12h and 
NoAraon experiments (CTL_12h minus NoAraon) for the year a 2018 and 
b 2019. RMSEs of geopotential height are calculated over areas north of 
70°N using ERA5 reanalysis as a reference, and RMSEs from all cycles of 
the corresponding year are averaged. Statistical significance (denoted by 
yellow dots) for the difference is computed using a bootstrap resampling 
method and its confidence level is 90%. Figure S6. Error of 500‑hPa geo‑
potential height in the NoAraon experiment (shading; gpm) and 500‑hPa 
geopotential height from ERA5 reanalysis (contour; contours from 5280 
to 5940 by 60 gpm) at forecast length of a 120 h, b 144 h, c 168 h, and d 
192 h. Difference between the CTL and NoAraon experiments (CTL minus 
NoAraon) for 500‑hPa geopotential height (gpm) at forecast length of e 
120 h, f 144 h, g 168 h, and h 192 h. Error of 300‑hPa potential vorticity in 

the NoAraon experiment (shading; PVU) and 300‑hPa potential vorticity 
from ERA5 reanalysis (contour; contours from 0 to 15 by 5 PVU) at forecast 
length of i 120 h, j 144 h, k 168 h, and l 192 h. Difference between the CTL 
and NoAraon experiments (CTL minus NoAraon) for 300‑hPa potential 
vorticity (PVU) at forecast length of m 120 h, n 144 h, o 168 h, and p 192 h. 
Forecasts of the CTL and NoAraon experiments from the cycle at 00 UTC 
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